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Abstract. Radiative lifetimes of nine out of the twelve 4f136p levels in Yb III have been measured, seven
of these for the first time. A Penning discharge lamp is introduced as a continuous plasma source, in which
the lifetimes are determined with the time-resolved laser-induced fluorescence technique by pumping from
metastable 5d and 6s levels. Spectra of the same source are recorded with a Fourier-transform spectrometer,
which are used to derive branching fractions of the 6p and 7s levels. Combined with the lifetimes, the
branching fractions are used to determine 81 experimental transition probabilities. Wavelengths of 142
Yb III transitions are measured and the uncertainties of corresponding Ritz wavenumbers are improved
by an order of magnitude from the prior values. The energy of the 5d (5/2,5/2)◦0 level has been shifted
144.20 cm−1 to the higher value 45421.045 cm−1. Much emphasis is put on data treatment and error
analysis.

PACS. 32.70.Cs Oscillator strengths, lifetimes, transition moments – 32.30.-r Atomic spectra – 52.80.Yr
Discharges for spectral sources (including inductively coupled plasma) – 39.30.+w Spectroscopic techniques

1 Introduction

One of the standard methods for determining radiative
lifetimes is by the time-resolved Laser-Induced Fluores-
cence (LIF) technique, which requires a plasma source
that produces free atoms or ions. A common source in
these investigations is a cylindrical single-sided Hollow
Cathode (HC), from which the atoms and ions are emitted
through a small hole in the closed end [1]. The small hole
is open to a cell where the plasma beam is probed by LIF.
To minimize the effect of collisional deexcitation on the
measured lifetimes, the pressure in the cell is lower than
in the HC. Strong LIF signals can be achieved by pump-
ing either from the ground state, or from metastable levels.
The upper limit to the level energies of the latter is typ-
ically 30 000 cm−1 for neutral elements and 10 000 cm−1

for singly ionized. In most investigations, the HC is pulsed
to produce higher densities of both atoms and ions in
the plasma beam; and to increase the population of the
metastable levels. Another common method to produce
free atoms and ions is by laser-ablation of a solid tar-
get [2]. In order to minimize collisional deexcitation the
ablation target is placed inside a high-vacuum cell, where
the lifetimes are measured in the expanding plasma by
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the LIF technique. Lifetimes in neutral to doubly ionized
elements have been measured in ablation plasmas. Also
in this plasma the metastable levels are populated. The
upper limit to the energy of these levels, from which the
plasma can be probed by LIF, is typically 20 000 cm−1 for
singly ionized elements.

In this work, the Penning Discharge (PD) lamp is in-
troduced as a plasma source for lifetime measurements
by the LIF technique. In the continuous discharge of this
lamp it is possible to measure lifetimes by pumping from
metastable 5d and 6s levels in Yb III, of which the high-
est employed in this work has an energy of 51 582 cm−1.
Considering it is a doubly-ionized metal, this is high up
in the level system compared with earlier investigations
using other plasma sources. Radiative lifetimes of nine
4f136p levels in Yb III are measured. Two of these levels
have previously been investigated in an ablation plasma by
two-photon excitation from the 4f14 1S0 ground state [3].
However, this technique restricts the J-values of the 6p
levels to a maximum value of two, since in each excitation
step the J-value of the upper pump level cannot differ
more than one from the lower.

Doubly-ionized ytterbium is suitable for an investiga-
tion of the PD-source for the purpose of lifetime mea-
surements by the LIF technique. Up to a level energy of
53 736 cm−1 it has 21 metastable levels, but only three
levels with allowed transitions to the ground state. Re-
solved spectra of the PD-plasma, recorded with a Fourier-
Transform Spectrometer (FTS), are analyzed to determine
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some of the plasma parameters that can influence the life-
time measurements. Parts of this analysis are made possi-
ble by the fact that most of the strong transitions in Yb III
can be covered by one FTS spectrum.

By combining the measured lifetimes and branching
ratios, which are determined from the FTS spectra, 81
experimental transition probabilities are produced. These
are in good agreement with the semi-empirical transition
probabilities in [3], which indicates that there are no large
systematic errors involved in the lifetime measurements. A
complete set of lifetimes of the 6p and 7s levels in Yb III is
created by adding some of the semi-empirical atomic data
in [3] to this investigation.

In the present work, the PD-source is used for the first
time in a spectroscopic study of a rare-earth element.
The line intensities of Yb III non-resonance transitions
are more than an order of magnitude stronger than in
a direct-current HC-source. Combined with the fact that
the PD-spectra can be recorded with a FTS, since the dis-
charge is continuous, an improvement of almost all known
Yb III level energies is possible. Most of the work regarding
level energies of Yb III have been compiled in [4]. Three
of the levels in the upper part of the system have been
discarded later in [3], where also another 11 level ener-
gies were established. In the present work, wavelengths of
Yb III transitions between 1900 and 5000 Å are measured.
Corresponding wavenumbers are fitted to the level sys-
tem, thereby improving the accuracy of the level energies
by about an order of magnitude from the prior values.

2 The Penning discharge lamp

The design of the Penning discharge lamp used in this
work is described in detail in [5] and its use as a spectro-
scopic light source has been thoroughly investigated in [6].
Two permanent NdFeB magnets, with poles oriented in
the same direction, create a homogeneous magnetic field
of about 0.1 T between the cathodes, see Figure 1. This
field confines the electrons in the discharge plasma radi-
ally, forcing them to move in helical trajectories between
the cathodes. The electrons leave the discharge region only
through repeated collisions with atoms and ions in the
plasma. The two opposed cathodes create a symmetric
electrical potential, which forces the electrons to oscillate
between the cathodes. By this construction of the light
source, both the path length and the travel time of an
electron in the plasma are increased.

In the experimental setup, two of the ports of the PD-
source were connected to T-couplings, of which one was
connected to the gas supply and the other to a turbo-
molecular pump. The PD-source was sealed with UV-
grade fused silica windows. The four ports form a cross
centered on the discharge region. By this construction, it
was possible to send a pump laser pulse through the dis-
charge plasma without hitting the inside of the PD-source.
The fluorescence could then be observed in a direction
that was perpendicular to that of the laser, without any
reflected laser light in the signal.

cathode inset

cathode body

anode body

NdFeB magnet

Delrin ring

water cooling

40 mm

port

steel plates

Fig. 1. The Penning discharge lamp used in the investigation.
Apart from the steel plates and the four ports, when viewed
from above the light source has a circular cross-section. The
permanent magnets are aligned so that the magnetic field is ho-
mogeneous between the cathodes. The field is confined within
the light source by four steel rods connecting the plates. All
steel components are ferromagnetic.

The cathode insets were manufactured of commercially
99.5% pure aluminum, which has a low spectral line den-
sity and, thereby, decreasing the probability of blends with
Yb III lines. Cylinders of 99.9% pure ytterbium were fit-
ted into the center of the cathode insets, with lengths and
diameters in the ranges 2.2–5.3 mm and 8.2–9.8 mm, re-
spectively. When recording data, only one of the insets
were fitted with an ytterbium cylinder, since it was not
possible to sustain a stable discharge when both were fit-
ted. Further, neon was used as buffer gas, since both he-
lium and argon produced an unstable discharge. The work-
ing pressures, monitored with a capacitance manometer,
were between 0.01 and 0.30 torr. When supplied with a
direct current the lamp produces a stable discharge. The
discharge currents were in the 0.10–1.20 A range, which
gave a typical voltage in the interval 0.8–2 kV between the
cathodes and the anode, where the latter was connected to
ground. From the amount of aluminum that was sputtered
with an ytterbium cylinder fitted in one of the insets, it
was evident that the ytterbium contributed significantly
to the sputtering process. If a discharge was initialized
under normal conditions and the pressure then gradually
reduced to zero, it was even possible to sustain a sta-
ble pure-metal discharge at currents above 0.8 A. Under
normal discharge conditions, the lifetime of an ytterbium
cylinder was about 1.5 h, after which most the metal had
been deposited onto the anode. The PD-source was dis-
mantled after each run to remove the sputtered metal.

3 LIF measurements

3.1 Experimental setup

Radiative lifetimes were measured using the time-resolved
LIF technique with the PD-lamp as an ion source. As de-
tails of the laser and detection system can be found else-
where [7,8], only a brief description is given here. Pulsed
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Fig. 2. Time-resolved LIF signal from a PD-plasma of the
37 484.203 cm−1 5d–6p Yb III transition. The fluorescence sig-
nal, which is a sum of 1024 measurements, is shown as a
solid line; the fitted convolution and corresponding residual
as dashed lines; and the recorded laser signal as a dash-dotted
line. Observe that the background signal from other lines in
the ytterbium spectrum has been subtracted. The resulting
lifetime from this fluorescence signal is 2.36 ns.

tunable radiation for selective excitation in the wavelength
region 220–330 nm were produced using a Nd:YAG laser
pumped system. A stimulated Brillouin-scattering water
cell [7] was used to first compress the Nd:YAG laser pulses
in time, which then pumped a dye laser operated with the
red dye DCM. The dye laser output was frequency mixed
in KDP and BBO crystals and then frequency shifted in a
stimulated Raman-scattering hydrogen cell in order to ob-
tain the desired excitation wavelengths. The fluorescence
light, released at the decay of the excited ion level, was
focused onto the entrance slit of a 1/8 m monochroma-
tor (resolution 6.4 nm/mm) equipped with a Hamamatsu
R2368 photomultiplier tube with 1.2 ns rise time. Data
acquisition was performed with a 1 GHz bandwidth tran-
sient digitizer with 2 GS/s sampling rate. The 2 ns pulse
width shown in Figure 2 is due to the limited resolution
in the detection system, which depends primarily on the
rise time of the PM-tube and the dispersion in the signal
cable. The true width of the laser pulse is about 1 ns.

3.2 Data analysis

The PD-source was operated continuously during a life-
time measurement, which gave a strong constant back-
ground signal from all spectral lines within the bandwidth
of the monochromator. Due to this, photon noise domi-
nated over all other noise sources and the strongest flu-
orescence channel did not always give the best S/N . It
can be shown that the observed fluorescence signal on top
of the background, see Figure 2, can be expressed as a
convolution of the recorded excitation laser pulse and the
pure exponential function of the radiative decay [8]. The
experimental lifetimes are then derived by a least-squares

fit to the fluorescence signals. This method is used when a
lifetime is of the same order of magnitude as the width of
the laser pulse. The routine used in this work is described
in detail in [9].

For the deconvolution method to work, no stray light
from the laser pulse can be present in the fluorescence
signal. This presented no problem for the non-resonance
transitions, since the laser pulses could be led through the
PD-source without hitting the inside of the light source
and a fluorescence channel different from the pump chan-
nel was chosen. To detect the laser signal the pulse was
forced to reflect on the inside surface of the PD-source
while the monochromator was set to the wavelength of
the pump channel. Further, saturation of the upper pump
level must be avoided; otherwise, the true time-resolved
profile of the pump pulse will differ from the one resulting
in the recorded laser signal. This was achieved by lowering
the intensity of the pulses, which varied about 60% from
the mean, by rotating the KDP crystal until a linear de-
pendence between the pulse and fluorescence signals was
observed. For sufficiently long lifetimes, a pure exponen-
tial added to a background can be fitted to the part of
the decay curve where the laser pulse has ended. Satura-
tion and stray light from the laser have no influence on
this method and the same channel for both pumping and
fluorescence can be used.

There are two known artifacts present in the fluores-
cence signals. The first comes from radio signals emit-
ted from the pump-laser system, which results in ringing
around the pulse with a slowly changing amplitude and a
period of about 12 ns. The same ringing is also present in
the recorded laser-pulse signal. Therefore, its effect on the
measured lifetimes is small, since these are derived from
a fit involving the pulse signal. The second artifact comes
from the reflection of the fluorescence signal in the cable
between the PM-tube and the transient digitizer, which
shows itself as a weak signal with a delay that depends
on the length of the cable. The influence of this effect is
avoided by simply using a cable length that places the re-
flection signal outside the part of the fluorescence signal
that is investigated.

3.3 Lifetime measurements

Lifetimes for nine 6p Yb III levels were measured by pump-
ing from the 5d and 6s metastable levels, see Figure 3, of
which the 5d level at 51 582 cm−1 was the highest. The
remaining three 6p levels had no suitable pump channels
within the wavelength coverage of the laser system. To in-
crease the S/N , 1024 fluorescence signals were averaged
before deriving the lifetime by the deconvolution of the
signal profiles described in Section 3.2. Each lifetime was
measured at a neon pressure between 0.01 and 0.02 torr
and at several different discharge currents ranging from
0.10 to 0.50 A. No dependence on the pressure or the
current was found for the measured lifetimes. The signal
strengths were the highest at the lowest pressures, but in-
creased rapidly with the current, indicating a strong cur-
rent dependence for the population density of the 5d and
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Fig. 3. Simplified energy-level diagram of Yb III, which has the
ground configuration [Xe]4f14 . The 4f135d, 6s, 6p and 7s con-
figurations have complete sets of observationally determined
level energies.

6s levels. A mean was calculated from the 4–9 best mea-
sured lifetimes, chosen by the residuals of the profile fit-
ting. The standard deviation from the mean was typically
5–10%. Even though the number of samples in the mean
is too low to yield any significant statistics, a conservative
uncertainty of 10% can be assumed for the values of the
lifetimes, see further Section 5.1 for another estimate.

From the FTS recordings it was evident that self-
absorption never reached more than 1% of the integrated
intensity of the 5d–6p and 6s–6p line profiles, see Sec-
tion 4.6. Even though the line intensity increases drasti-
cally when a laser excites the upper level, the same per-
centual drop in the intensity of the fluorescence signal is
expected during the decay, since the population density
of the lower fluorescence level and the dimensions of the
absorbing plasma are approximately the same. Therefore,
self-absorption has a negligible impact on the measured
lifetimes. It has, however, been assumed that the popu-
lation of the lower fluorescence level is unchanged during
the absorption of the signal, which is practically the case.
Saturation was avoided when pumping with the laser, i.e.
the time-integrated population density of the upper fluo-
rescence level was always less than half of the initial pop-
ulation density of the lower pump level. The fluorescence
photons are radiated isotropically, of which only a frac-
tion of 0.01 fell within the cone of collimated radiation
that was observed. Further, the volume of the absorbing
plasma was at least an order of magnitude larger than the
emitting plasma and the population densities of the lower
pump and fluorescence levels were about the same. The
total number of ions that could absorb was, therefore, at
least 1000 times larger than the total number of collimated
photons and only a small change in the number density of
the lower fluorescence level was expected.

The lifetimes of the 78 183 and 82 907 cm−1 levels have
previously been determined by the time-resolved LIF tech-
nique to be 1.34(0.10) and 2.53(20) ns, respectively, using
a two-photon excitation from the ground state in a laser-
ablation plasma [3]. Corresponding lifetimes measured in
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Fig. 4. Lifetime, τ , of the 39721 cm−1 Yb III level as a func-
tion of the discharge current, I . The four curves correspond
to different neon pressures: 0.068 (diamonds), 0.118 (circles),
0.168 (squares), 0.218 (triangles). Clearly, the measured life-
times depend on both current and pressure. All measurements
were performed with the same cathode inset and with about
100 s between them to let the new discharge conditions stabi-
lize.

the present work are 1.48(0.12) and 2.35(0.19) ns, which
fall within the combined error bars of the values in [3].
The measured lifetimes of the 6p levels are not influenced
by collisional deexcitation by electrons, which is shown in
Section 5.3.

A lifetime of 230(20) ns for the 39 721 cm−1 level
has previously also been measured in a laser-ablation
plasma, but with a one-photon excitation from the ground
state [10]. When this level was investigated in the present
work, a strong dependence on the discharge current and
the neon pressure was found, see Figure 4. That the appar-
ent lifetime decreases with rising current, i.e. an increase
in the electron density, can be explained by a depopulation
of the 39 721 cm−1 level by electron collisions. Similarly,
an increase of the pressure results in a decrease of the ap-
parent lifetime through a more frequent depopulation by
gas collisions. However, there are a number of non-linear
effects that must be considered. As an example, the dis-
charge plasma is supplied with electrons through the sput-
tering process. These electrons are accelerated to energies
in the 1 keV regime in the sharp cathode fall. Through re-
peated collisions in the plasma secondary electrons, which
can deexcite the investigated levels, are produced by ion-
ization. This process is both current and pressure depen-
dent. Note that the electron temperature is approximately
constant with increased current, see Section 5.3.

If the mean free path of the emitted photons is smaller
than the dimensions of the plasma, they can be reabsorbed
and emitted again. Before the photons are observed, this
process can occur several times and in each step the pho-
tons change direction isotropically with a time delay that
depends on the lifetime of the level and the distance trav-
eled in the plasma. The fluorescence photons are affected
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the same way, which results in a longer apparent lifetime.
If a homogeneous plasma 10 mm in length is assumed, the
self-absorption of 1% gives a mean free path of 1 m for the
photons from the 5d–6p and 6s–6p transitions, which is too
long to have any influence on the measured lifetimes. In
contrast to these transitions, the size of the self-absorption
of the 39 721 cm−1 resonance transitions cannot be deter-
mined from relative line intensities, since this is the only
downward transition from the upper level. It can, however,
be shown indirectly if it is assumed that the metastable 5d
and 6s levels are in thermal equilibrium with the ground
state, which is reasonable since the electron velocities are
Maxwell distributed and the inverse of the collisional rate
is much smaller than the lifetimes involved, see further
Section 5.3. With an electron temperature of 14 000 K
the 5d and 6s levels then have a population that is typi-
cally a factor 0.01 smaller than for the ground state. The
39 721 cm−1 resonance transition has an A-value that is
about 100 times smaller than those of the strongest 5d–
6p and 6s–6p transitions. Combined with the population
distribution, this shows that the relative self-absorption
of the resonance transition should be of the same order
of magnitude as that of the 5d–6p and 6s–6p transitions,
which never reaches more than 1%. Even if this estimate
is too small by a factor of 10, the mean free path of reso-
nance photons is 10 times longer than the diameter of the
plasma.

Assuming that self-absorption has a negligible influ-
ence on the apparent lifetimes at low currents, it is evident
from the slopes of the curves in Figure 4 that the radiative
lifetime must be longer than 230 ns that is stated in [10].
Other measurements were performed at lower pressures
about 0.01 torr and a current of 0.10A, resulting in ap-
parent lifetimes between 250 and 270 ns. The PD-source
was, however, not stable under these conditions and no
sequence of data as the one shown in Figure 4 could be
recorded. The difference between the result in the present
work and that in [10] is further discussed in Section 6.

4 FTS measurements

4.1 Experimental setup

For the measurement of absolute wavenumbers and
branching fractions, spectra were recorded with a Chelsea
Instruments FT500 Fourier-transform spectrometer [11].
This instrument has a spectral range of 1900–7000 Å,
which covers all strong 5d–6p and 6s–6p transitions of
Yb III. In the regions 2500–5000 Å and 1900–3500 Å the
interferograms were detected with Hamamatsu R955 and
R166 PM-tubes, respectively. To enable accurate intensity
calibrations, a Schott colored optical glass filter BG24 was
placed in front of the R955 PM-tubes in order to avoid
light outside the observed alias to be folded into the spec-
trum. This is not a problem when using the R166 PM-
tube, since it has a sensitivity that matches the spectral
region 1900–3500 Å.

The PD-source was mounted on an axis that was per-
pendicular to the optical axis of the FTS. A planar mirror

that could be rotated 90◦ was used to direct the light onto
the aperture of the instrument. To enable intensity cali-
bration, a Cathodeon V03 deuterium lamp was mounted
on the same axis as the PD-source, but on the opposite
side of the mirror. A quartz lens with a focal length of
250 mm, placed between the mirror and the instrument,
was used to collimate the light from the two sources. As
the discharge region of the deuterium lamp has a diameter
of 1 mm and the aperture of the FTS was set to 1.5mm,
the positioning of the lamp and the lens was adjusted
so that the light covered the whole aperture. The much
larger plasma of the PD-source was simply imaged onto
the aperture. The setup was carefully aligned with a laser
that backtracked the optical path of the FTS. To pre-
vent light reflected by the back window of the PD-source
from reaching the aperture, the source was rotated a few
degrees from the optical path. Otherwise, the reflection,
which is wavelength dependent, can introduce errors in
the intensity measurements.

A HC-source, which is described in [12], was also used
in the investigation. The cathode inset was manufactured
out of spectroscopically pure iron. A foil of 99.9% pure yt-
terbium was fitted on the inside of the cathode bore, which
was 6 mm in diameter. Apart from the 39721 cm−1 res-
onance transition, the Yb III lines from this source were
weaker than those from the PD-source recorded at the
same discharge current. By comparing the line intensi-
ties in the HC and PD-spectra, it was possible to identify
which line that belonged to Yb III, see further Section 5.2.
The line widths in the HC-spectra are narrower than in
the PD-spectra, which made it possible to measure the in-
tensities of the Yb III lines that were blended in the latter.
Further, in order to identify lines blended with the Yb III
lines that originate from either the buffer gas, or the alu-
minum of the cathode insets, PD-spectra were recorded
without any cylinder of ytterbium fitted in the insets.

4.2 Correction for correlated noise in the FTS spectra

In a FTS spectrum, the noise is dominated by photon
noise, which is distributed evenly and results in a global
noise level over the whole spectral range. A known prob-
lem with the FTS used in the present investigation is that
the noise in the spectra is correlated [12]. This can be
shown by taking the autocovariance [13] of a part of the
spectrum that is free from spectral lines, i.e. a convolu-
tion of this part with itself. A typical autocovariance of
the noise is shown in Figure 5, where the correlation is
evident from the normalized value of 0.44 at lag 1, show-
ing that there is a contribution to the noise of each data
point from those neighboring it. The underlying process
is assumed to be described by the moving average

yi = a εi + (1 − a)εi+1, (1)

where ε, which has the expectation value E(ε) = 0, is
a random and uncorrelated variable generated through a
white noise process. From this it follows that E(εm εn) is
only non-zero if m = n, where it equals u2

ε , which corre-
sponds to the standard deviation of the true noise. The
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Fig. 5. Autocovariance, ρ, versus lag of a part of a FTS spec-
trum free from spectral lines. The sequence has been normal-
ized so that the autocovariance is unity at zero lag.

variance γ0 and covariance γ1 of the observed noise are
then given by

γ0 = E(yi yi) = (1 − 2a + 2a2)u2
ε (2)

and
γ1 = E(yi yi+1) = (1 − a) a u2

ε . (3)

The value of a can be solved from the autocorrelation
ρ1 = γ1/γ0, which results in

a =
1
2

(
1 ±

√
1 − 2ρ1

1 + 2ρ1

)
. (4)

The value of uε is then calculated by simply inserting a
into either equation (2) or (3). Note that the square root of
the variance γ0 is the standard deviation ui of the observed
noise. With the assumed moving average (1) the value of
u2

ε has a maximum of twice the value of u2
i , which is ob-

tained if |ρ1| = 0.5. Regarding the two standard deviations
involved, the difference between u2

ε and u2
i can be inter-

preted as the effective number of independent data points
n∗ is lower than the actual number n in an interval. As
an example, if u2

ε = 2u2
i the ratio n∗/n is asymptotically

1/2 when n goes to infinity. For each spectrum a mean of
uε derived from about 20 evenly spaced intervals, each at
least 200 data points long, was used to represent the global
noise level. This was typically a factor 1.34 larger than the
noise level derived by the ordinary standard deviation of
the mean.

4.3 Data analysis

Ytterbium has seven naturally occurring isotopes, of
which five have a relative abundance between 12 and
32% [14]. Two of these five are odd isotopes and corre-
sponding line profiles are affected by hyperfine structure
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Fig. 6. The 6s–6p Yb III transition at 37 484 cm−1 in a FTS
spectrum from the PD-source. The discharge current and neon
pressure is of 0.30 A and 0.013 torr, respectively. There is a
clear structure in the line profile due to isotope shifts and hfs
of the odd isotopes. The fitting of a Gaussian function and
corresponding residual are shown as dashed lines. Truncation
points for center of gravity measurements are shown as vertical
dashed lines, where the outermost correspond to an error over
uncertainty ratio ε/u of 0.001, the middle ones 0.01 and the
innermost 1, see further Section 4.4. The FWHM of the fitted
Gaussian is 0.263 cm−1, which corresponds to 4.8 data points
at the resolution of the FTS used in the investigation.

(hfs). Further, due to level isotope shifts, the wavenum-
ber of a transition differs between the isotopes. These two
effects result in asymmetric line profiles of Yb III, where
transitions with a lower 6s level have the most prominent
structure, see Figure 6. With unresolved components of
the spectral lines and without any prior knowledge of the
transition isotope shifts or the hfs of the odd isotopes, it
is difficult to find an appropriate function that gives the
atomic parameter values through a least-squares fit. In-
stead, the integrated intensity of a spectral line is used
as the strength of a transition, while the center of gravity
of the profile is used to represent the wavenumber of the
transition.

For line analysis of Yb III, FTS spectra of the PD-
source were recorded in the region 30 000 to 52 000 cm−1

at the discharge currents 0.30, 0.60, 0.90 and 1.02 A. Two
ytterbium spectra in the region 22 000 to 44 000 cm−1 were
also recorded at the currents 0.30 and 0.60 A. In all of
these recordings the neon pressure was held constant at
0.013 torr. At a current of 0.30 A the voltage over the PD-
source was typically around 1 kV and increased linearly
0.1 kV for each step of 0.1 A.

4.4 Line intensities

As the interferograms were recorded using PM-tubes, the
area under a line profile is proportional to the number of
emitted photons. Here, the line intensity I is defined as
the area of a line profile, which is calculated by summing



K.J. Öberg and H. Lundberg: Experimental transition probabilities and improved level energies in Yb III 21

the intensity yi in each data point i over an interval that
covers the line profile, i.e.

I =
d

2
(y1 + yn) + d

n−1∑
i=2

yi, (5)

where d is the dispersion of the data points. The area
measurement is truncated at the exact position of the end
points i = 1 and n. Therefore, only half of the intensity of
these data points is included in the area. Through error
propagation, the corresponding variance of the line inten-
sity is given by

u2(I) = u2(y) d2

(
n − 3

2

)
, (6)

where u(y) is the global uncertainty of the intensity in
each data point, see Section 4.2.

Clearly, the choice of end points influences the uncer-
tainty of the line intensity measurement, since the uncer-
tainty is proportional to the square root of the number
of data points within the integration interval. In order
to minimize the uncertainty, the end points must be cho-
sen so that they truncate the line profile where the error
caused by the truncation is smaller than the uncertainty.
If the line profile can be fitted by a known function, the
truncation error ε at any point on the profile can be cal-
culated from the integral of the function. The end points
are then chosen as the first data points where the ratio
of the error over the uncertainty ε/u is below a certain
limit, see Figure 6. This method has the advantage of be-
ing reproducible, which is not the case for the more com-
mon procedure for measuring the area under a line profile
with undefined structure, where the end points are defined
graphically by hand. If the function used in the fitting does
not correspond to the underlying function of the wings of
the line profile, i.e. the residuals are large and systematic;
the truncation method does not work for the purpose of
error estimates. It can, however, still be used to provide a
reproducible method for defining the end points.

The truncation method presented here was used to
measure the line intensities of Yb III. Due to the asym-
metries of the line profiles, the fitted Gaussian function
resulted in systematic residuals. The transitions with the
largest residuals were those with 6s level involved, see Fig-
ure 6. An apparent error over uncertainty ratio ε/u was
set to 0.001 for these transitions, while for all other it was
set to 0.01. In a few cases one of the end points fell upon
the wing of a nearby spectral line and had to be defined
by hand.

4.5 Branching fractions

A transition probability is derived experimentally by com-
bining a radiative lifetime and a branching fraction. The
latter is defined as the fraction of a level population that is
deexcited through a specific radiative transition. In order
to derive branching fractions of a level from several spec-
tra, scaling factors for the differences in intensity were

needed. A main spectrum was chosen, where most of the
line intensity measurements were performed. A normaliza-
tion factor was calculated for each combination of main
and secondary spectra and each level, since the relative
population of the levels may differ between the spectra.
Only a single line was used when normalizing. The nor-
malization factor rp is then given by rp = Ip/I∗p , where Ip

and I∗p are the calibrated line intensities, see Section 4.6,
of the same transition in the main and secondary spec-
trum, respectively. The branching fraction of a transition
k is then given by

BFk =
rk Ik∑

p

(
rp

∑
q∈Qp

Iq

) , (7)

where Ik and Iq are the calibrated line intensities, which
only need to be relative. Here, rk and rp = 1 when the
corresponding line intensity is measured in the main spec-
trum, which includes all normalization lines. In the de-
nominator p is summed over all normalization factors and
Qp is the set of lines normalized by the factor rp. Observe
that the same normalization line can be used for several
spectra. Through error propagation, the relative variance
of BFk is then given by

u2(BFk)
BF 2

k

= (1 − 2BKk)
u2(Ik)

I2
k

+
∑

r

BF 2
r α2

r

u2(Ir)
I2
r

+
∑

s

(∑
t∈Ts

BFt

)2
u2(I∗s )

I∗2s

, (8)

where u(I) is the uncertainty of the calibrated line in-
tensity given by equation (12). All transitions from the
investigated level are included in the sum over r. The sum
over s includes all normalization lines measured in the sec-
ondary spectra and Ts is the set of all branching fractions
where the line intensities in the numerator are normalized
with the transition s. In the first sum of terms αr = 1 if
the transition is not a normalization line, else

αr = 1 +
∑

u∈Ur

(
1
I∗u

∑
v∈Vu

I∗v

)
, (9)

where all line intensities are measured in secondary spec-
tra. Further, Vu is the set of all line intensities that are nor-
malized with I∗u, which in turn belongs to the set Ur of all
line intensities in the secondary spectra of the transition r.
Apart from the covariances that are introduced in the nor-
malization, i.e. αr and the second sum of terms in (8),
the equation for the uncertainty of branching fractions is
the same as in [15], where the uncertainty of branching
fractions has been thoroughly discussed. Note that the
normalization method presented here makes it possible to
combine spectra from different sources, e.g. from a HC
and a PD.
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4.6 Intensity calibration

The measured line intensities of the Yb III lines were cor-
rected by the response of the experimental setup, i.e.

Ic =
Io

Rr Rw Rc
, (10)

where Io is the observed line intensity of a transition, Ic

the corrected intensity, Rr the response of the FTS, Rw a
factor that compensates for absorption in the silica win-
dow of the PD-source and Rc a factor that corrects for
metal-coating of the same window. Observe that all fac-
tors in the denominator are wavenumber dependent and
that only relative intensities of the Yb III lines are of in-
terest.

To derive the response Rr of the FTS, spectra from a
Cathodeon V03 deuterium (D2) lamp were recorded both
before and after each recording of an ytterbium spectrum.
This lamp has a smooth spectral radiance in the region
1660 to 3580 Å, outside which emission lines are super-
imposed on the continuum. The spectral radiance of the
D2-lamp has been determined at the PTB in Berlin, using
the BESSY synchrotron source as the primary radiation
standard. The D2 spectra were sampled with the same
aperture diameter as the ytterbium spectrum, but at a
lower spectral resolution to enable more FTS scans to be
added, which increases the S/N . The resolution was, how-
ever, sufficient to resolve the emission lines of the D2-lamp
between 3600 and 4100 Å. By binning the D2 spectra with
the trapezoidal band pass of the monochromator at PTB,
it was possible to determine the response of the FTS also
for the region with emission lines. The response Rr was
calculated as the observed spectral power of the D2-lamp
divided by the spectral radiance of the reference data.

A known problem with D2-lamps as transfer standards
is that the spectral radiance changes with the age. The
D2-lamp used in this work has been employed in other
investigation over a period of eight years. In order to de-
termine the change in relative spectral power, branching
ratios of 4s–4p and 4p–5s transitions in Fe II were derived
from HC spectra recorded in the year following the cal-
ibration of the D2-lamp, which were compared with the
same branching ratios derived from HC spectra recorded
after the ytterbium spectra. The comparison was limited
by the uncertainty of the measured intensities, which gave
an upper limit to an error of 3.5% between 35 000 and
45 000 cm−1 (2900 and 2200 Å) for the relative intensi-
ties. It has been shown that the absolute spectral radi-
ance of a Cathodeon V04 D2-lamp over a period of twelve
years did not change more than 2.5% in the region 1900
to 3400 Å [16], while the relative spectral power changed
even less. The only difference between this lamp and the
Cathodeon V03 used in the present work is that V04 has
a window of Spectrosil, while V03 has a window of MgF2,
which degrades faster.

The imaging of the D2 discharge plasma upon the
aperture of the FTS also introduces an error in the ob-
served spectral power. A maximum error of 1.5% between
36 000 and 46 000 cm−1 was estimated from a sample of

D2 spectra where the position of the lamp was changed
after each recording. A relative uncertainty of 4% is given
for the reference data obtained at PTB. Roughly, the ab-
solute spectral radiance increases linearly between 25 000
and 50 000 cm−1, from which a linear increase of 1.6%
over 10 000 cm−1 was estimated for the uncertainty of the
relative spectral power. Both the error due to aperture il-
lumination and the uncertainty of the reference data are,
however, assumed to be incorporated in the 3.5% error
due to the aging of the D2-lamp, since they are coupled
to the results of that investigation.

In order to determine the window absorption factor
Rw, a spectrum of the D2-lamp was recorded with a
clean silica window, identical to those of the PD-source,
placed between the lamp and the FTS. This spectrum
was divided with another one recorded without a win-
dow. The ratio was then fitted with a second-degree poly-
nomial, which was used to calculate the factor Rw at
specific wavenumbers. The absorption corresponded to
a line-intensity drop of 10% when going from 37 000 to
48 000 cm−1. From the residual of the fit, the maximum
relative error of Rw was estimated to be 2%, which was
reached after a span of 10 000 cm−1.

As for the response of the FTS, the correction factor
Rc for the coating of the PD window varies between the
recorded spectra. During the operation of the PD-source,
sputtered ytterbium was deposited onto the silica window,
which lowered the transmittance. This was a slow process
that was noticed first after all the data sampling had been
done, i.e. after more than 40 hours of operation. Note that
the six spectra used in the investigation took about an
hour each to record.

To determine Rc, an additional ytterbium spectrum
was recorded with a clean window mounted on the PD-
source. Ratios were formed between the intensities Io of
Yb III transitions measured in a spectrum recorded with
a coated window and corresponding intensities from the
spectrum with a clean window. The strongest transitions
were excluded, since they were affected by self-absorption.
The decrease in the ratios as a function of wavenumber fol-
lowed a linear dependence, which corresponded to a drop
in the measured line intensities of about 25% between
36000 and 44 000 cm−1. The factor Rc were determined by
fitting a linear function to the ratios and from the residual
of the fit a relative error of 2% was estimated for the cor-
rection. Several of the spectra were recorded close in time
and corresponding values of Rc had a small spread. It was,
therefore, assumed that the amount of coated material was
constant during each recording. Further, a large change in
the relative intensities when recording a spectrum would
have been obvious when transforming the interferograms.

Only relative intensities are of interest when deriv-
ing the branching fractions. Therefore, errors from the
corrections described above depend on the separation in
wavenumber between the two lines that are compared. A
linear dependence was assumed and since the errors are
systematic, they were simply added together. For each
group of transitions sharing the same upper level, the er-
rors were derived relative to the wavenumber, σ1, of the
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strongest transition, i.e.

ε =
|σ − σ1|
10 000

β1 + β2, (11)

where β1 = 0.075 and β2 = 0 if |σ − σ1| ≤ 10 000 cm−1.
Since the error introduced in the window absorption cor-
rection Rw reached a maximum after 10 000 cm−1, β1 =
0.055 and β2 = 0.02 if |σ − σ1| > 10 000 cm−1. Note that
for a line in a secondary spectrum, the value of ε was de-
rived from the wavenumber difference between this line
and the normalizing line, which, in the secondary spec-
trum only, has an ε of zero.

To determine the relative uncertainty of the calibrated
intensity Ic the error ε is treated as a relative standard er-
ror, even though it is systematic, and is added in quadra-
ture to the statistical uncertainties, i.e.

u2(Ic)
I2
c

=
u2(Io)

I2
o

+
u2(ID2)

I2
D2

+ β2
SA + ε2. (12)

Here, u2(Io) is the variance of the measured line intensity
given by equation (6). The variance u2(ID2) of the binned
spectral power ID2 of the D2-spectrum was derived from
the standard deviation from a second degree polynomial
fitted to a part of the D2-spectrum. The term βSA was set
to 0.01 to include the error due to self-absorption, which
defines a lowest possible relative uncertainty of 1%. This
was estimated from the branching ratios formed by the
strongest and second strongest transitions from each 6p
level. When comparing the ratios from spectra recorded
at a discharge current of 0.30 and 0.60A, the differences
never exceeded 1.0%. In a HC-source the self-absorption
increases linearly with the current under moderate dis-
charge conditions [15]. If the same dependence is assumed
for the PD-source, the self-absorption at 0.30 A should
have a maximum of 1% of the line intensity.

4.7 Center of gravity

The center of gravity of a line profile, measured over an
interval with the end points i = 1 and n, is given by

σc =
d

6I

n−1∑
i=1

(2yiσi + yiσi+1 + yi+1σi + 2yi+1σi+1), (13)

where I the line intensity or area of the profile over the
same interval, d is the dispersion of the data points, yi and
σi the intensity and wavenumber at the ith data point.
The corresponding variance of σc is given by

u2(σc) =
(

d u(y)
I

)2
{ (

1
6

(2σ1 + σ2) − 1
2

σc

)2

+
(

1
6

(2σn + σn−1) − 1
2

σc

)2

+
n−2∑
i=2

(
1
6

(σi−1 + 4 σi + σi+1) − 1
2

σc

)2
}

,

(14)

where the global noise is represented by u(y). Clearly, the
uncertainty u(σc) is proportional to the dispersion d but
inversely proportional to the area I of the profile. Also,
the contribution from each data point is weighted with the
distance from σc. To minimize the uncertainty of the mea-
surement, the end points should, therefore, be chosen so
that they truncate the line profile without introducing an
error that is larger than the uncertainty. The same method
to determine the end points as for the area measurements
was used here, see Section 4.5, which gives uncertainties of
the values of σc that are roughly inversely proportional to
the S/N of the spectral lines. This is the same dependence
as for the uncertainty of line center position that is deter-
mined by fitting a Gaussian function [15]. Note that the
center of gravity measurement is much more sensitive to
truncation errors than line intensity measurements, which
is why the error over uncertainty ratios ε/u were assigned
the small values of 0.01 and 0.001.

For the Yb III transitions observed in this work with
no 6s level involved, i.e. where an ε/u equals 0.01, the
proposed truncation method gives an u(σc) of 0.0033 and
0.0012 cm−1 for a S/N of 40 and 180, respectively. If the
smaller ratio of 0.001 is used this gives values of u(σc) that
are a factor 1.5 larger. Instead, if a Gaussian function is
fitted to the line profile, the uncertainties of the line center
positions are 0.0017 and 0.0005 cm−1, respectively, which
are smaller but of the same order of magnitude.

4.8 Wavenumber calibration

Ne II 3s–3p transitions of 20Ne have been suggested as ter-
tiary wavenumber standards [12] and were used to set the
wavenumber scales of the ytterbium spectra with the free
spectral range 22 000–44000 cm−1. The same deconvolu-
tion of the Ne II isotope structure and method to calibrate
the wavenumber scale as described in [12] were used. To
set the scale of ytterbium spectra in the range 30 000–
52 000 cm−1, 84 Yb II non-resonance transitions in the
overlap of the two regions were used as transfer standards.
The line profiles of these transitions showed asymmetries
similar to those of Yb III and corresponding wavenumbers
were measured using the method described in Section 4.7.
When calculating the mean of the wavenumber correction
α [12] from the Ne II and Yb II transitions the reduced
χ2 was close to unity for all spectra, indicating that the
uncertainties involved had been estimated with good accu-
racy. Through error propagation, the uncertainties of the
reference data and the wavenumber measurements were
combined to form a total uncertainty of the calibrated
wavenumbers of the Yb III transitions.

In high current spectra the strongest Yb III transi-
tions were affected by self-absorption, which affects the
measured wavenumbers due to the asymmetry of the line
profiles. To minimize this effect, the wavenumbers of the
strong transitions were measured in spectra recorded at
low discharge currents. It is specified in Table 3 in which
spectrum each wavenumber was measured.
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Fig. 7. The ratios between transition probabilities measured in
this work, Ak, and those in [3], ABk, depicted with error-bars
that only include the uncertainties of corresponding branch-
ing fractions BFk. The standard deviation (STD) from the
expected ratio of one is shown as a graph, which is first calcu-
lated for the largest Ak and then by gradually including smaller
values.

5 Results

5.1 Branching fractions and transition probabilities

The branching fractions, BFk, and the associated uncer-
tainties, u(BFk), for all observed transitions are presented
in Table 1. Corresponding transition probabilities were de-
rived using

Ak = BFk/τ, (15)

where τ is the radiative lifetime of the upper level. In
Figure 7 it is shown that for the stronger transitions there
is a good agreement between the experimental transition
probabilities of this work and the semi-empirical values
in [3]. Therefore, for levels without measured lifetimes,
a value of τ was calculated from the experimental BFk

of the strongest transition and corresponding transition
probability in [3]. This lifetime was then used to derive
transition probabilities of all transitions from the levels.

None of the levels in Table 1 has a complete set of tran-
sitions to lower levels. For each level, all transitions were
identified that were not observed but allowed by parity
change and J-value selection rules. An upper limit to the
line intensities of these transitions was estimated by defin-
ing a lowest possible observable S/N of 2, which was mul-
tiplied with the typical width of 0.2 cm−1 for an Yb III
line. These intensities were then calibrated by the same
method as the observed transitions, see Section 4.6, and
summed together. The sum was inserted in the numerator
of equation (7) to form the residual r1 of the branching
fractions, see Table 1. The residual can be interpreted as
a percentual systematic error that should be subtracted
from all observationally derived branching fractions of a
level. By the nature of the derivation, the residuals r1 are
conservative upper estimates. Furthermore, the values of

r1 for all 6p levels are less than 0.7 times the lowest uncer-
tainty u(BFk). The residuals r1 have, therefore, not been
taken into account for the given branching fractions of the
6p levels in Table 1.

Residuals r2 have also been derived from the transi-
tion probabilities in [3]. The accuracy of the transition
probabilities in [3] is unknown; therefore, these residuals
are not compensated for. However, only the 120 247 cm−1

and 130 551 cm−1 levels have u(BFk) that are larger than
corresponding r2. For these two levels the residual r2 can
be adopted as the lower limit of u(BFk), thereby covering
the possible error.

In Figure 7 the experimental transition probabilities in
this work have been divided by the corresponding semi-
empirically calculated values in [3]. Note that only ratios
based on transition probabilities derived from experimen-
tal lifetimes are used. Clearly, there is a good agreement
between the A-values larger than 3 × 107 s−1. The stan-
dard deviation u(R) from the expectation value of one,
i.e.

u(R) =
[
(1/N)

∑
(Rk − 1)2

]1/2

, (16)

where Rk belongs to the set of N individual ratios, has a
value of about 0.08 for A-values larger than 1 × 108 s−1.
Even though there can be systematic errors involved, it
is probable that u(R) can be used as an upper limit to
the relative uncertainty of the experimental values of Ak.
Further, this gives an upper limit of 8% to the relative
uncertainties of the measured lifetimes, since this uncer-
tainty is added in quadrature to the relative uncertainty
of the branching fractions, of which the lowest ones have
a value of about 1%. If there is only a systematic error in
either this work or in [3] it is included in the uncertainty
estimate. This is also the case if there are systematic er-
rors in both investigations and the influences on the true
values diverge.

5.2 Energy levels and Ritz wavenumbers

In order to derive Ritz wavenumbers, σRitz , of the tran-
sitions in YbIII presented in Table 3, the calibrated
wavenumbers were fitted to the level system by the same
least-squares method as in [12]. To compensate for un-
derestimated uncertainties or errors, a correction factor
k1 of 1.33 had to be introduced, i.e. all uncertainties uobs

derived by equation (14) were multiplied by this value
before the fitting. A probable large contribution to the er-
ror comes from self-absorption of the strongest 5d–6p and
6s–6p transitions, which was minimized by the procedure
described in Section 4.8.

The absolute level energies are strongly influenced by
the 39 721 cm−1 resonance transition, due to the high S/N
of this line compared with the two other resonance transi-
tions. Self-absorption in the 39 721 cm−1 line can, there-
fore, cause a systematic shift in all absolute level ener-
gies. It is shown in Section 3.3 that the self-absorption of
this line is approximately the same as for the strongest
5d–6p and 6s–6p transitions. The increased uncertainty
from the correction factor k1 includes the errors caused
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Table 1. Lifetimes, branching fractions and transition probabilities in Yb III.

Level σRitz BFk u(BFk)a Ak u(Ak)b log gf Sourced

upper lower (cm−1) (%) (107 s−1) (%) This workc Ref. [3]

6p (7/2, 1/2)3 5d (5/2, 3/2)◦4 25083.459 0.039 20 0.017 4 –2.54 –2.39 B

72140.434 5d (7/2, 5/2)◦3 29121.207 0.085 19 0.037 20 –2.33 –2.09 B

τ = 2.28 ns 5d (7/2, 5/2)◦2 31852.326 1.26 6 0.56 10 –1.24 –1.21 B

re
1 = 0.124 5d (7/2, 3/2)◦4 31980.342g 7.7 6 3.4 10 –0.46 –0.50 B

rf
2 = 0.14 5d (7/2, 3/2)◦3 32999.226 11.4 5 5.0 9 –0.31 –0.28 A, B

6s (7/2, 1/2)◦3 37149.722 7.51 1.7 3.3 8 –0.60 –0.59 A

6s (7/2, 1/2)◦4 37484.203h 54.8 1.3 24.0 8 0.25 0.28 A

5d (7/2, 3/2)◦2 38754.573 17 1.8 7.5 8 –0.29 –0.30 A

6p (7/2, 1/2)4 5d (5/2, 3/2)◦4 25430.078 0.122 13 0.055 15 –1.94 –1.90 B

72487.053 5d (7/2, 5/2)◦5 28864.220 0.20 11 0.092 14 –1.82 –2.04 B

τ = 2.22 ns 5d (7/2, 5/2)◦3 29467.826 0.124 14 0.056 16 –2.06 –2.17 B

re
1 = 0.032 5d (7/2, 5/2)◦4 30061.926 0.92 9 0.45 12 –1.21 –1.35 B

rf
2 = 0.044 5d (7/2, 3/2)◦4 32326.961g 3.6 14 1.6 16 –0.68 –0.37 A

5d (7/2, 3/2)◦3 33345.845 3.1 7.6 1.41 11 –0.77 –0.92 A, B

5d (7/2, 3/2)◦5 35466.669h 25.8 1.4 11.6 8 0.09 0.06 A, E

6s (7/2, 1/2)◦3 37496.342 43.3 1.4 19.5 8 0.27 0.28 A

6s (7/2, 1/2)◦4 37830.822 22.7 2 10.2 8 –0.02 –0.01 E

6p (7/2, 3/2)5 5d (5/2, 5/2)◦5 27663.120 0.080 19 0.052 20 –1.94 –1.99 B

78020.641 5d (7/2, 5/2)◦5 34397.807 5.7 7 3.7 10 –0.28 –0.34 A, B

τ = 1.53 ns 5d (7/2, 5/2)◦4 35595.513 0.69 10 0.45 13 –1.23 –1.59 A

re
1 = 0.065 5d (7/2, 3/2)◦4 37860.549 1.85 5 1.20 9 –0.86 –1.00 A

rf
2 = 0.0013 5d (7/2, 5/2)◦6 38935.166h 25.8 3 16.9 8 0.26 0.24 A

5d (7/2, 3/2)◦5 41000.256 1.33 3 0.87 9 –1.07 –1.00 A

6s (7/2, 1/2)◦4 43364.409g 64.4 1.0 42 8 0.56 0.60 A

6p (7/2, 3/2)2 5d (5/2, 3/2)◦1 24818.302 1.04 8 0.71 11 –1.06 –1.11 B

78183.527 5d (5/2, 5/2)◦1 28154.057 0.36 15 0.25 17 –1.63 –1.68 B

τ = 1.48 ns 5d (7/2, 5/2)◦3 35164.300 5.1 7 3.5 10 –0.68 –0.72 A

re
1 = 0.884 5d (7/2, 5/2)◦2 37895.419h 13.6 4 9.2 9 –0.32 –0.37 A, B

rf
2 = 0.33 5d (7/2, 5/2)◦1 38462.689 9.9 4 6.7 9 –0.47 –0.52 A

5d (7/2, 3/2)◦3 39042.319 0.73 8 0.49 11 –1.61 –1.94 A

6s (7/2, 1/2)◦3 43192.816g 69 9 46 12 0.27 0.27 A

5d (7/2, 3/2)◦2 44797.666 0.47 19 0.32 20 –1.92 –2.16 A

6p (7/2, 3/2)3 5d (5/2, 5/2)◦3 25656.404 0.14 20 0.10 20 –1.79 –1.97 B

78779.259 5d (7/2, 5/2)◦3 35760.033g 12.7 5 9.1 10 –0.13 –0.20 A, B

τ = 1.41 ns 5d (7/2, 5/2)◦4 36354.132 13.7 5 9.8 9 –0.11 –0.20 A

re
1 = 0.802 5d (7/2, 5/2)◦2 38491.151 3.95 4 2.8 9 –0.71 –0.80 A

rf
2 = 0.39 5d (7/2, 3/2)◦4 38619.167 0.73 7 0.51 10 –1.44 –1.38 A

5d (7/2, 3/2)◦3 39638.051 0.20 16 0.14 18 –2.02 –2.52 A

6s (7/2, 1/2)◦3 43788.548h 56.1 1.2 40 8 0.34 0.33 A

6s (7/2, 1/2)◦4 44123.028 8.57 1.6 6.1 8 –0.49 –0.46 A

5d (7/2, 3/2)◦2 45393.398 3.70 3 2.6 8 –0.88 –0.90 A

6p (7/2, 3/2)4 5d (7/2, 5/2)◦5 35660.145 14.1 6 10.1 10 0.03 –0.02 A

79282.979 5d (7/2, 5/2)◦3 36263.752 1.19 8 0.85 11 –1.06 –1.20 A

τ = 1.40 ns 5d (7/2, 5/2)◦4 36857.851g 6.7 6 4.8 10 –0.33 –0.36 A

re
1 = 0.364 5d (7/2, 3/2)◦4 39122.887 3.12 4 2.2 9 –0.71 –0.67 A

rf
2 = 0.16 5d (7/2, 3/2)◦3 40141.770 3.20 4 2.3 9 –0.72 –0.68 A

5d (7/2, 3/2)◦5 42262.594 2.73 3 1.95 8 –0.83 –0.90 A

6s (7/2, 1/2)◦3 44292.267h 23.6 1.4 16.8 8 0.06 0.06 A

6s (7/2, 1/2)◦4 44626.748 45.2 1.2 32 8 0.34 0.34 A



26 The European Physical Journal D

Table 1. Continued.

Level σRitz BFk u(BFk)a Ak u(Ak)b log gf Sourced

upper lower (cm−1) (%) (107 s−1) (%) This workc Ref. [3]

6p (5/2, 1/2)3 5d (5/2, 5/2)◦3 29423.534 0.26 20 0.12 20 –1.83 –2.51 B

82546.389 5d (5/2, 3/2)◦3 30964.535g 7.9 5 3.7 9 –0.39 –0.41 B

τ = 2.11 ns 5d (5/2, 3/2)◦2 34131.682 3.5 10 1.6 13 –0.83 –1.04 A

re
1 = 0.331 5d (5/2, 3/2)◦4 35489.414 24.8 3 11.7 9 –0.01 –0.04 A, B

rf
2 = 0.52 6s (5/2, 1/2)◦3 37338.717 19.7 3 9.4 9 –0.15 –0.14 A, E

6s (5/2, 1/2)◦2 37692.791h 41.4 4 19.6 9 0.16 0.15 E

5d (7/2, 5/2)◦3 39527.162 0.41 12 0.20 14 –1.88 –2.17 A

5d (7/2, 5/2)◦4 40121.261 0.35 15 0.17 17 –1.96 –1.70 A

5d (7/2, 5/2)◦2 42258.281 0.20 19 0.094 20 –2.25 –3.06 D

5d (7/2, 3/2)◦4 42386.297 0.37 18 0.17 20 –1.99 –2.08 A, D

5d (7/2, 3/2)◦3 43405.181 0.40 19 0.19 20 –1.97 –3.98 A

6s (7/2, 1/2)◦3 47555.677 0.56 20 0.27 20 –1.9 –2.05 D

6p (5/2, 1/2)2 5d (5/2, 3/2)◦1 29542.271h 7.2 5 3.1 10 –0.58 –0.58 B

82907.497 5d (5/2, 3/2)◦3 31325.643g 7.5 5 3.2 9 –0.61 –0.65 B

τ = 2.35 ns 5d (5/2, 5/2)◦1 32878.026 0.69 30 0.29 30 –1.69 –1.78 B

re
1 = 0.571 5d (5/2, 3/2)◦2 34492.790 13.2 3 5.6 9 –0.45 –0.41 A, B

rf
2 = 0.36 6s (5/2, 1/2)◦3 37699.825 56.8 1.6 24.1 8 0.10 0.15 A

6s (5/2, 1/2)◦2 38053.899 9.0 3 3.8 9 –0.71 –0.71 A

5d (7/2, 5/2)◦3 39888.270 1.61 7 0.69 10 –1.49 –1.81 A

5d (7/2, 5/2)◦2 42619.389 0.23 11 0.097 14 –2.4 –2.92 C

5d (7/2, 5/2)◦1 43186.659 3.1 7 1.31 11 –1.28 –1.27 A, C

5d (7/2, 3/2)◦3 43766.289 0.18 14 0.076 16 –2.52 –3.21 C

6s (7/2, 1/2)◦3 47916.785 0.44 20 0.19 30 –2.21 –2.30 C

6p (5/2, 3/2)1 5d (5/2, 5/2)◦2 36149.257 11.1 6 8.0 10 –0.56 –0.69 A

87612.643 5d (5/2, 5/2)◦1 37583.172 14.4 4 10.3 9 –0.49 –0.56 A

τ i = 1.40 ns 5d (5/2, 3/2)◦2 39197.935 1.4 15 0.99 17 –1.54 –1.73 A

re
1 = 0.097 5d (5/2, 5/2)◦0 42191.597 8.6 3 6.1 9 –0.82 –0.87 A, C

rf
2 = 0.076 6s (5/2, 1/2)◦2 42759.045 62.8 1.1 45 8 0.04 0.04 A

5d (7/2, 5/2)◦1 47891.805 1.6 17 1.2 19 –1.64 –1.73 C

6p (5/2, 3/2)4 5d (5/2, 5/2)◦4 34762.044 5.3 8 3.1 12 –0.46 –0.44 A

88497.973 5d (5/2, 5/2)◦3 35375.118 0.22 15 0.14 17 –1.83 –1.81 D

τ = 1.67 ns 5d (5/2, 3/2)◦3 36916.119 0.48 20 0.29 20 –1.54 –1.56 A

re
1 = 0.473 5d (5/2, 5/2)◦5 38140.452h 25.2 3 15.1 9 0.14 0.16 A

rf
2 = 0.23 5d (5/2, 3/2)◦4 41440.998 1.32 6 0.80 10 –1.20 –1.14 A, D

6s (5/2, 1/2)◦3 43290.301g 65.0 1.1 39 8 0.44 0.52 A

5d (7/2, 5/2)◦5 44875.140 0.61 20 0.36 20 –1.61 –1.76 A

5d (7/2, 5/2)◦3 45478.746 1.7 8 1.00 12 –1.18 –1.48 A

5d (7/2, 5/2)◦4 46072.846 0.13 20 0.079 20 –2.3 –2.16 D

6p (5/2, 3/2)2 5d (5/2, 3/2)◦1 35611.936 0.75 8 0.52 11 –1.51 –1.40 D

88977.161 5d (5/2, 5/2)◦3 35854.306 13.6 4 9.5 9 –0.26 –0.33 A, D

τ i = 1.43 ns 5d (5/2, 3/2)◦3 37395.307 1.65 10 1.15 13 –1.21 –1.00 A

re
1 = 0.225 5d (5/2, 5/2)◦2 37513.775 10.5 4 7.4 9 –0.41 –0.41 A

rf
2 = 0 5d (5/2, 5/2)◦1 38947.691 3.03 6 2.1 10 –0.98 –1.10 A

5d (5/2, 3/2)◦2 40562.454 0.70 16 0.49 18 –1.65 –2.39 A

6s (5/2, 1/2)◦3 43769.489 8.3 6 5.8 10 –0.65 –0.62 A, D

6s (5/2, 1/2)◦2 44123.564 59.3 2 42 8 0.20 0.20 A

5d (7/2, 5/2)◦3 45957.934 0.12 30 0.086 30 –2.51 –3.13 D

5d (7/2, 5/2)◦1 49256.323 1.9 20 1.3 20 –1.38 –1.59 D
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Table 1. Continued.

Level σRitz BFk u(BFk)a Ak u(Ak)b log gf Sourced

upper lower (cm−1) (%) (107 s−1) (%) This workc Ref. [3]

6p (5/2, 3/2)3 5d (5/2, 5/2)◦4 35661.532 15.7 6 11.8 10 –0.01 –0.10 A

89397.462 5d (5/2, 5/2)◦3 36274.607 7.0 6 5.3 10 –0.38 –0.38 A

τ i = 1.32 ns 5d (5/2, 3/2)◦3 37815.608 4.7 6 3.5 10 –0.59 –0.91 A

re
1 = 0.324 5d (5/2, 5/2)◦2 37934.076 2.29 7 1.73 11 –0.90 –1.30 A

rf
2 = 0.32 5d (5/2, 3/2)◦2 40982.755 1.96 6 1.49 10 –1.03 –0.93 A

5d (5/2, 3/2)◦4 42340.487 2.59 5 1.96 9 –0.94 –0.97 A

6s (5/2, 1/2)◦3 44189.790 37.7 1.4 29 8 0.18 0.18 A

6s (5/2, 1/2)◦2 44543.864 25.2 1.5 19.1 8 0.00 –0.03 A, C

5d (7/2, 5/2)◦3 46378.235 2.70 3 2.05 9 –1.00 –1.16 C

7s (7/2, 1/2)◦4 6p (7/2, 3/2)4 40964.125 20.5 4 16.6 9 0.12 0.13 D

120247.103 6p (7/2, 3/2)3 41467.844 3.4 13 2.8 15 –0.66 –0.77 D

τ i = 1.24 ns 6p (7/2, 3/2)5 42226.463 38.7 4 31 9 0.37 0.37 D

re
1 = 12.1 6p (7/2, 1/2)4 47760.050 11.3 17 9.2 19 –0.27 –0.10 D

rf
2 = 0.047 6p (7/2, 1/2)3 48106.669 26 9 21 12 0.08 0.16 D

7s (7/2, 1/2)◦3 6p (7/2, 3/2)4 41081.880 15.7 5 11.6 9 –0.14 –0.18 D

120364.858 6p (7/2, 3/2)3 41585.599 29.1 4 21.4 9 0.11 0.11 D

τ i = 1.36 ns 6p (7/2, 3/2)2 42181.331 26.1 4 19.2 9 0.05 0.03 D

re
1 = 23.5 6p (7/2, 1/2)4 47877.805 29 8 21 11 –0.02 0.16 D

rf
2 = 6.4

7s (5/2, 1/2)◦2 6p (5/2, 3/2)3 41060.095 18 14 16 16 –0.14 –0.28 D

130457.557 6p (5/2, 3/2)2 41480.396 26 13 24 15 0.01 –0.01 D

τ i = 1.08 ns 6p (5/2, 3/2)1 42844.914 21 14 19 16 –0.11 –0.21 D

re
1 = 59.6 6p (5/2, 1/2)3 47911.168 36 18 33 20 0.03 0.03 D

rf
2 = 6.4

7s (5/2, 1/2)◦3 6p (5/2, 3/2)3 41153.729 22 10 13.3 13 –0.09 D

130551.191 6p (5/2, 3/2)2 41574.030 4.6 40 2.8 40 –0.78 –0.92 D

τ i = 1.66 ns 6p (5/2, 3/2)4 42053.218 55 7 33 11 0.29 0.29 D

re
1 = 64.0 6p (5/2, 1/2)2 47643.694 18 30 11 30 –0.30 0.03 D

rf
2 = 16.7

a Relative uncertainties. b Relative uncertainties estimated by u(Ak) = (u(BFk)2 +82)1/2. c Calculated by the definition in [17].
d Indicates the discharge current and source BFk was measured in: 0.30 A (A), 0.60 A (B) 0.90 A (C) 1.02 A (D) in the PD and
0.44 A (E) in the HC. Transitions with two indices are normalization lines between spectra. e Experimental residual of BFk

due to missing lines. f Semi-empirical residual of BFk due to missing lines derived from [3]. g Pump channel. h Fluorescence
channel. i Lifetime derived from the semi-empirical A-value from [3] of the strongest transition.

by self-absorption in these transitions. Furthermore, the
uncertainty uobs of the measured wavenumber of the res-
onance transition is close to those of the 5d–6p and 6s–
6p transitions. The largest part of the systematic level
shift caused by the self-absorption of the 39 721 cm−1 line
should, therefore, be covered by the increased uncertainty
from the k1 factor.

The resulting level energies of Yb III from the least-
squares fit are presented in Table 2. Compared with prior
values [4], the accuracy of the fitted absolute level energies
has been improved by about an order of magnitude. Of
the 11 new levels suggested in [3] three 6d levels have
been verified. Note that two of these are only defined by
one observed transition. When comparing PD and HC-
spectra the intensities and line shapes for all transitions

singularly defining a 6d level behave, however, as all other
transitions from levels above 120 000 cm−1.

Another level defined by only one observed transition is
5d (5/2,5/2)◦0. In previous works the stated energy of this
level was 46157.66 cm−1 [19] and 45276.85 cm−1 [4,20].
This level is connected to the rest of the system through
the 6p (5/2,3/2)1 level, which, in work prior to this, has
been given the energy 87 612.61 cm−1 [4]. From the semi-
empirically calculated A-values [3] a S/N of about 200
was expected in the PD-spectra for the transition defin-
ing the 5d level. No lines were, however, found at the
positions predicted by any of the two level energies. In-
stead, by comparing PD and HC spectra from different
discharge conditions, a spectral line at 42 191.597 cm−1

was found to have both an intensity and a line shape that



28 The European Physical Journal D

Table 2. Fitted energy levels in Yb III.

Config.a Term J Energy u(E) lb

(cm−1) (10−3)

4f14 1S 0 0 0 3

(2F◦
7/2)5d3/2 (7/2,3/2)◦ 2 33385.8613 1.6 3

5 37020.3842 1.5 3
3 39141.2082 1.6 6
4 40160.0920 1.5 6

(2F◦
7/2)6s1/2 (7/2,1/2)◦ 4 34656.2310 1.5 4

3 34990.7117 1.4 7

(2F◦
7/2)5d5/2 (7/2,5/2)◦ 6 39085.4741 1.6 1

1 39720.8382 0.3 5
2 40288.1079 1.6 5
4 42425.1278 1.7 5
3 43019.2268 1.6 12
5 43622.8333 1.8 4

(2F◦
5/2)6s1/2 (5/2,1/2)◦ 2 44853.5977 1.8 4

3 45207.672 2 4

(2F◦
5/2)5d5/2 (5/2,5/2)◦ 0 45421.045c 3 1

1 50029.4707 1.7 5
5 50357.521 2 1
2 51463.386 2 3
3 53122.856 2 5
4 53735.930 3 2

(2F◦
5/2)5d3/2 (5/2,3/2)◦ 4 47056.976 2 5

2 48414.707 2 6
3 51581.854 2 4
1 53365.226 3 4

(2F◦
7/2)6p1/2 (7/2,1/2) 3 72140.4342 1.5 10

4 72487.0533 1.4 10

Config.a Term J Energy u(E) lb

(cm−1) (10−3)

(2F◦
7/2)6p3/2 (7/2,3/2) 5 78020.6405 1.6 6

2 78183.5272 1.4 11
3 78779.2594 1.5 14
4 79282.9785 1.5 12

(2F◦
5/2)6p1/2 (5/2,1/2) 3 82546.389 2 11

2 82907.4969 1.6 11

(2F◦
5/2)6p3/2 (5/2,3/2) 1 87612.6428 1.8 7

4 88497.973 2 10
2 88977.161 2 14
3 89397.4620 1.9 15

(2F◦
7/2)7s1/2 (7/2,1/2)◦ 4 120247.103 3 5

3 120364.858 4 4

(2F◦
7/2)6d3/2 (7/2,3/2)◦ 3 125560.54d 60 1

4 125810.11 40 1

(2F◦
7/2)6d5/2 (7/2,5/2)◦ 6 125731.113d 11 1

2 125987.08 20 2
4 126456.119 13 2
3 126559.21 20 2
5 126671.590d 17 2

(2F◦
5/2)7s1/2 (5/2,1/2)◦ 2 130457.557 11 4

3 130551.191 8 4

(2F◦
5/2)6d5/2 (5/2,5/2)◦ 2 136350.97 30 1

3 136699.79 30 2
4 136849.59 30 1

a Level assignment of [4]. Apart from the ground state, the level system is best described in J1j-coupling [18]. b Number of
observed transitions connected to the level. c The energy of this level has been increased by 144.20 cm−1 from the previous
value in [4]. d Levels identified in [3].

behaved as an Yb III transition from a 6p level. This line
also had the expected S/N , while all other possible can-
didates had a S/N that was more than an order of mag-
nitude too small. In addition to this, the branching ratios
formed by the 42 191.597 cm−1 line and the other transi-
tions from the 6p (5/2,3/2)1 level remained constant be-
tween PD-spectra sampled at different discharge currents.
There is also a good agreement between the A-value for
the 42 191.597 cm−1 derived in this work and correspond-
ing value in [3], which can be seen in the comparison of
the log gf values in Table 1.

The earlier misidentifications probably have an expla-
nation in spectra contaminated by other elements, while
the use of aluminum for the cathode insets in this work
kept the number of unwanted lines in the PD-spectra
low. As a comparison with earlier works, in [21] the
42 191.597 cm−1 line was identified as an Yb II transi-
tion, while in [19] it was identified as an unclassified Yb III
transition. In [19] the theoretically derived energy of the

5d (5/2,5/2)◦0 level is 45 761 cm−1, which is closer to the
new energy of 45 421.045 cm−1 derived in the present work
than to both of the prior values.

Apart from the 5d (5/2,5/2)◦0 level, there are no large
systematic deviations between the level energies presented
here and those in investigations prior to this work. The er-
ror bars of the latter cover the differences. Further, new
energy levels were sought for, but none was found. This
means that the ionization energy of Yb III, which has been
determined to 202.07(20)× 103 cm−1 [22], cannot be im-
proved.

The level energies in Table 2 can be viewed as the mean
of energies of the individual isotopes, where the contribu-
tion from each isotope is weighted by its relative abun-
dance. This interpretation is possible since the wavenum-
bers have been measured as the center of gravity of the
line profiles. Note that neither hfs, nor Zeeman splitting
influences the center of gravity of the individual isotope
components in the profiles.
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Table 3. Finding list for observed Yb III transitions.

σRitz uRitz uobs (σRitz − σobs) log Ia log gfb Transition λc Sourced

(cm−1) (10−3 cm−1) lower upper (Å)
23725.7268 2.3 23 5.5 5d (5/2, 3/2)◦2 6p (7/2, 1/2)3 4213.6470 F
24818.3016 2.7 4.1 –7.3 –1.06 5d (5/2, 3/2)◦1 6p (7/2, 3/2)2 4028.1462 F
25083.4586 2.2 15 1.6 –2.54 5d (5/2, 3/2)◦4 6p (7/2, 1/2)3 3985.5638 F
25430.0778 2.2 9.8 1.4 –1.94 5d (5/2, 3/2)◦4 6p (7/2, 1/2)4 3931.2382 F
25656.4039 2.2 22 –12 –1.79 5d (5/2, 5/2)◦3 6p (7/2, 3/2)3 3896.5583 F
28154.0565 1.9 14 2.6 –1.63 5d (5/2, 5/2)◦1 6p (7/2, 3/2)2 3550.8716 F
28864.2199 1.1 7.9 –11 –1.82 5d (7/2, 5/2)◦5 6p (7/2, 1/2)4 3463.5049 F
29121.2073 1.1 21 < 0.1 –2.33 5d (7/2, 5/2)◦3 6p (7/2, 1/2)3 3432.9394 F
29423.5336 2.0 17 –8.3 –1.83 5d (5/2, 5/2)◦3 6p (5/2, 1/2)3 3397.6649 F
29467.8264 1.1 14 2.3 –2.06 5d (7/2, 5/2)◦3 6p (7/2, 1/2)4 3392.5577 F
29542.2713 2.3 2.0 1.0 –0.58 5d (5/2, 3/2)◦1 6p (5/2, 1/2)2 3384.0084 F
30061.9255 1.0 2.7 –4.1 –1.21 5d (7/2, 5/2)◦4 6p (7/2, 1/2)4 3325.5101 F
30964.5347 1.9 1.8 –1.9 –0.39 5d (5/2, 3/2)◦3 6p (5/2, 1/2)3 3228.5690 F
31325.6425 2.2 2.5 –0.5 –0.61 5d (5/2, 3/2)◦3 6p (5/2, 1/2)2 3191.3502 F
31852.3262 0.9 2.9 –5.2 –1.24 5d (7/2, 5/2)◦2 6p (7/2, 1/2)3 3138.5787 F
31980.3422 0.5 0.6 –1.1 –0.46 5d (7/2, 3/2)◦4 6p (7/2, 1/2)3 3126.0147 F
32326.9613 0.6 0.7 –1.6 –0.68 5d (7/2, 3/2)◦4 6p (7/2, 1/2)4 3092.4953 F
32878.0262 1.8 47 –28 –1.69 5d (5/2, 5/2)◦1 6p (5/2, 1/2)2 3040.6603 F
32999.2260 0.6 0.6 –1.4 –0.32 5d (7/2, 3/2)◦3 6p (7/2, 1/2)3 3029.4921 F
33345.8451 0.7 1.9 –1.8 –0.77 5d (7/2, 3/2)◦3 6p (7/2, 1/2)4 2998.0002 F
34131.6817 2.2 5.6 2.5 2.86 –0.83 5d (5/2, 3/2)◦2 6p (5/2, 1/2)3 2928.9722 B
34397.8071 1.1 1.5 –0.8 3.45 –0.28 5d (7/2, 5/2)◦5 6p (7/2, 3/2)5 2906.3106 B
34492.7895 1.7 1.6 –0.9 3.23 –0.45 5d (5/2, 3/2)◦2 6p (5/2, 1/2)2 2898.3072 B
34762.0435 2.1 2.0 –1.1 2.86 –0.46 5d (5/2, 5/2)◦4 6p (5/2, 3/2)4 2875.8569 C
35164.3003 1.1 1.4 0.2 3.03 –0.68 5d (7/2, 5/2)◦3 6p (7/2, 3/2)2 2842.9574 C
35375.1177 2.0 20 1.3 1.54 –1.83 5d (5/2, 5/2)◦3 6p (5/2, 3/2)4 2826.0140 D
35466.6691 0.4 0.3 < 0.1 4.22 0.09 5d (7/2, 3/2)◦5 6p (7/2, 1/2)4 2818.7188 A
35489.4136 1.2 1.0 –0.8 3.69 –0.01 5d (5/2, 3/2)◦4 6p (5/2, 1/2)3 2816.9122 A
35595.5127 1.1 –1.23 5d (7/2, 5/2)◦4 6p (7/2, 3/2)5 2808.5155 G
35611.9356 2.9 7.9 9.7 1.73 –1.51 5d (5/2, 3/2)◦1 6p (5/2, 3/2)2 2807.2202 D
35660.1452 1.0 0.9 0.6 3.67 0.03 5d (7/2, 5/2)◦5 6p (7/2, 3/2)4 2803.4249 A
35661.5322 2.1 2.2 1.2 3.17 –0.01 5d (5/2, 5/2)◦4 6p (5/2, 3/2)3 2803.3159 A
35760.0326 1.0 1.2 0.8 3.54 –0.13 5d (7/2, 5/2)◦3 6p (7/2, 3/2)3 2795.5938 A
35854.3057 1.2 1.0 0.4 2.98 –0.26 5d (5/2, 5/2)◦3 6p (5/2, 3/2)2 2788.2429 C
36149.2567 1.7 1.7 3.8 2.70 –0.56 5d (5/2, 5/2)◦2 6p (5/2, 3/2)1 2765.4917 C
36263.7517 1.1 2.0 0.4 2.59 –1.06 5d (7/2, 5/2)◦3 6p (7/2, 3/2)4 2756.7598 C
36274.6065 1.6 1.7 –1.1 2.83 –0.38 5d (5/2, 5/2)◦3 6p (5/2, 3/2)3 2755.9348 B
36354.1317 1.0 0.9 0.3 3.56 –0.11 5d (7/2, 5/2)◦4 6p (7/2, 3/2)3 2749.9059 A
36857.8507 1.0 1.2 0.2 3.33 –0.33 5d (7/2, 5/2)◦4 6p (7/2, 3/2)4 2712.3222 A
36916.1188 2.1 6.5 4.9 1.88 –1.54 5d (5/2, 3/2)◦3 6p (5/2, 3/2)4 2708.0408 C
37149.7225 0.6 1.0 0.3 3.58 –0.60 6s (7/2, 1/2)◦3 6p (7/2, 1/2)3 2691.0113 A
37338.7167 1.1 1.0 1.3 3.56 –0.15 6s (5/2, 1/2)◦3 6p (5/2, 1/2)3 2677.3896 A
37395.3067 2.3 3.9 8.4 2.02 –1.21 5d (5/2, 3/2)◦3 6p (5/2, 3/2)2 2673.3377 C
37484.2031 0.3 0.3 0.6 4.42 0.25 6s (7/2, 1/2)◦4 6p (7/2, 1/2)3 2666.9973 A
37496.3416 0.3 0.3 0.3 4.41 0.27 6s (7/2, 1/2)◦3 6p (7/2, 1/2)4 2666.1339 A
37513.7751 1.3 1.1 –1.8 2.83 –0.41 5d (5/2, 5/2)◦2 6p (5/2, 3/2)2 2664.8948 B
37583.1721 1.4 1.3 –1.8 2.78 –0.49 5d (5/2, 5/2)◦1 6p (5/2, 3/2)1 2659.9739 B
37692.7914 2.0 0.16 6s (5/2, 1/2)◦2 6p (5/2, 1/2)3 2652.2376 G
37699.8245 1.9 0.10 6s (5/2, 1/2)◦3 6p (5/2, 1/2)2 2651.7428 G
37700.7142 3.7 6p (5/2, 1/2)3 7s (7/2, 1/2)◦4 2651.6802 G
37815.6075 2.1 –0.59 5d (5/2, 3/2)◦3 6p (5/2, 3/2)3 2643.6232 G
37830.8223 0.6 –0.02 6s (7/2, 1/2)◦4 6p (7/2, 1/2)4 2642.5600 G
37860.5485 0.6 0.9 1.3 2.91 –0.86 5d (7/2, 3/2)◦4 6p (7/2, 3/2)5 2640.4850 B
37895.4192 0.8 0.9 –0.2 3.40 –0.32 5d (7/2, 5/2)◦2 6p (7/2, 3/2)2 2638.0552 A
37934.0759 1.8 3.3 0.5 2.13 –0.90 5d (5/2, 5/2)◦2 6p (5/2, 3/2)3 2635.3667 C
38053.8992 1.2 1.1 –0.6 3.01 –0.71 6s (5/2, 1/2)◦2 6p (5/2, 1/2)2 2627.0680 B
38140.4522 0.9 0.7 3.48 0.14 5d (5/2, 5/2)◦5 6p (5/2, 3/2)4 2621.1060 A
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Table 3. Continued.

σRitz uRitz uobs (σRitz − σobs) log Ia log gfb Transition λc Sourced

(cm−1) (10−3 cm−1) lower upper (Å)
38462.6889 1.3 1.1 –0.6 3.25 –0.47 5d (7/2, 5/2)◦1 6p (7/2, 3/2)2 2599.1453 A
38491.1515 0.8 0.7 0.5 2.99 –0.71 5d (7/2, 5/2)◦2 6p (7/2, 3/2)3 2597.2232 B
38619.1674 0.7 2.3 4.6 2.27 –1.44 5d (7/2, 3/2)◦4 6p (7/2, 3/2)3 2588.6133 C
38754.5729 0.4 0.3 < 0.1 3.90 –0.29 5d (7/2, 3/2)◦2 6p (7/2, 1/2)3 2579.5683 A
38935.1664 0.4 0.3 4.02 0.26 5d (7/2, 5/2)◦6 6p (7/2, 3/2)5 2567.6027 A
38947.6905 2.0 3.4 3.0 2.23 –0.98 5d (5/2, 5/2)◦1 6p (5/2, 3/2)2 2566.7770 B
39042.3190 0.9 3.4 1.1 2.08 –1.61 5d (7/2, 3/2)◦3 6p (7/2, 3/2)2 2560.5554 C
39122.8866 0.6 0.7 1.9 2.97 –0.71 5d (7/2, 3/2)◦4 6p (7/2, 3/2)4 2555.2820 B
39197.9354 2.1 6.3 –7.3 1.82 –1.54 5d (5/2, 3/2)◦2 6p (5/2, 3/2)1 2550.3893 C
39527.1623 2.0 5.9 –6.8 1.82 –1.88 5d (7/2, 5/2)◦3 6p (5/2, 1/2)3 2529.1454 C
39638.0512 0.8 8.3 –7.4 1.55 –2.02 5d (7/2, 3/2)◦3 6p (7/2, 3/2)3 2522.0696 C
39720.8382 0.3 0.2 < 0.1 4.44 4f 14 1S0 5d (7/2, 5/2)◦1 2516.8127 A
39888.2701 1.8 3.3 –5.4 2.23 –1.49 5d (7/2, 5/2)◦3 6p (5/2, 1/2)2 2506.2476 B
40121.2613 2.2 5.5 4.8 1.85 –1.96 5d (7/2, 5/2)◦4 6p (5/2, 1/2)3 2491.6923 C
40141.7704 0.6 0.6 1.8 2.96 –0.72 5d (7/2, 3/2)◦3 6p (7/2, 3/2)4 2490.4192 B
40562.4538 2.2 4.8 –2.4 1.57 –1.65 5d (5/2, 3/2)◦2 6p (5/2, 3/2)2 2464.5886 C
40964.1248 3.0 4.5 7.7 1.88 0.12 6p (7/2, 3/2)4 7s (7/2, 1/2)◦4 2440.4205 C
40982.7546 1.9 2.3 2.8 2.21 –1.03 5d (5/2, 3/2)◦2 6p (5/2, 3/2)3 2439.3111 C
41000.2563 0.7 1.0 0.4 2.72 –1.07 5d (7/2, 3/2)◦5 6p (7/2, 3/2)5 2438.2697 B
41060.095 11 14 27 1.08 –0.14 6p (5/2, 3/2)3 7s (5/2, 1/2)◦2 2434.7161 C
41081.8797 3.4 6.7 4.2 1.61 –0.14 6p (7/2, 3/2)4 7s (7/2, 1/2)◦3 2433.4249 D
41153.7289 8.2 16 –3.6 1.23 –0.09 6p (5/2, 3/2)3 7s (5/2, 1/2)◦3 2429.1761 D
41440.9978 1.5 2.4 0.7 2.18 –1.20 5d (5/2, 3/2)◦4 6p (5/2, 3/2)4 2412.3358 C
41467.8439 3.0 28 –35 1.10 –0.66 6p (7/2, 3/2)3 7s (7/2, 1/2)◦4 2410.7740 D
41480.395 11 15 –9.1 1.23 0.01 6p (5/2, 3/2)2 7s (5/2, 1/2)◦2 2410.0444 C
41574.0297 8.3 42 –6.5 0.53 –0.78 6p (5/2, 3/2)2 7s (5/2, 1/2)◦3 2404.6160 D
41585.5988 3.4 3.7 1.0 1.87 0.11 6p (7/2, 3/2)3 7s (7/2, 1/2)◦3 2403.9470 D
42053.2176 8.1 6.9 –2.4 1.60 0.29 6p (5/2, 3/2)4 7s (5/2, 1/2)◦3 2377.2138 D
42181.3310 3.4 4.3 –3.9 1.81 0.05 6p (7/2, 3/2)2 7s (7/2, 1/2)◦3 2369.9931 D
42191.5973e 2.0 1.5 2.49 –0.82 5d (5/2, 5/2)◦0 6p (5/2, 3/2)1 2369.4164 B
42226.4628 3.0 2.6 –1.9 2.13 0.37 6p (7/2, 3/2)5 7s (7/2, 1/2)◦4 2367.4599 D
42258.2811 2.1 18 14 1.33 –2.25 5d (7/2, 5/2)◦2 6p (5/2, 1/2)3 2365.6771 C
42262.5943 0.6 1.0 –0.5 2.84 –0.83 5d (7/2, 3/2)◦5 6p (7/2, 3/2)4 2365.4357 B
42340.4865 1.6 2.0 2.5 2.24 –0.94 5d (5/2, 3/2)◦4 6p (5/2, 3/2)3 2361.0837 C
42386.2971 2.1 8.9 4.4 1.60 –1.99 5d (7/2, 3/2)◦4 6p (5/2, 1/2)3 2358.5317 C
42619.3889 1.8 12 –16 1.23 –2.40 5d (7/2, 5/2)◦2 6p (5/2, 1/2)2 2345.6315 D
42759.0451 1.4 1.2 –0.1 3.33 0.04 6s (5/2, 1/2)◦2 6p (5/2, 3/2)1 2337.9697 A
42844.914 11 16 –22 1.11 –0.11 6p (5/2, 3/2)1 7s (5/2, 1/2)◦2 2333.2836 D
43186.6586 1.5 1.6 3.8 2.46 –1.28 5d (7/2, 5/2)◦1 6p (5/2, 1/2)2 2314.8183 C
43192.8155 0.5 0.4 0.2 3.99 0.27 6s (7/2, 1/2)◦3 6p (7/2, 3/2)2 2314.4883 A
43290.3009 0.8 0.7 0.2 3.78 0.44 6s (5/2, 1/2)◦3 6p (5/2, 3/2)4 2309.2758 A
43364.4095 0.4 0.3 –0.1 4.31 0.56 6s (7/2, 1/2)◦4 6p (7/2, 3/2)5 2305.3290 A
43405.1809 2.1 –1.98 5d (7/2, 3/2)◦3 6p (5/2, 1/2)3 2303.1634 G
43766.2887 1.8 17 –5.8 1.13 –2.52 5d (7/2, 3/2)◦3 6p (5/2, 1/2)2 2284.1587 C
43769.4888 1.8 3.0 –0.5 2.62 –0.65 6s (5/2, 1/2)◦3 6p (5/2, 3/2)2 2283.9917 B
43788.5477 0.4 0.4 –0.4 4.02 0.34 6s (7/2, 1/2)◦3 6p (7/2, 3/2)3 2282.9975 A
44123.0284 0.7 14 9.9 3.23 –0.49 6s (7/2, 1/2)◦4 6p (7/2, 3/2)3 2265.6893 E
44123.5635 1.8 5.3 6.2 3.45 0.20 6s (5/2, 1/2)◦2 6p (5/2, 3/2)2 2265.6618 E
44189.7896 1.3 1.4 –3.0 3.40 0.18 6s (5/2, 1/2)◦3 6p (5/2, 3/2)3 2262.2660 A
44292.2669 0.5 0.7 –1.3 3.73 0.06 6s (7/2, 1/2)◦3 6p (7/2, 3/2)4 2257.0314 A
44543.8643 1.6 2.2 1.7 3.21 0.00 6s (5/2, 1/2)◦2 6p (5/2, 3/2)3 2244.2818 A
44626.7475 0.5 0.5 –1.3 3.99 0.34 6s (7/2, 1/2)◦4 6p (7/2, 3/2)4 2240.1132 A
44797.6659 0.8 6.4 –11 1.73 –1.92 5d (7/2, 3/2)◦2 6p (7/2, 3/2)2 2231.5656 D
44875.1399 2.3 7.1 –9.2 1.69 –1.61 5d (7/2, 5/2)◦5 6p (5/2, 3/2)4 2227.7125 D
45393.3981 0.8 1.4 0.4 2.83 –0.88 5d (7/2, 3/2)◦2 6p (7/2, 3/2)3 2202.2761 B
45478.7464 2.0 4.3 –3.6 2.16 –1.18 5d (7/2, 5/2)◦3 6p (5/2, 3/2)4 2198.1428 C
45957.9343 2.1 27 –23 0.74 –2.51 5d (7/2, 5/2)◦3 6p (5/2, 3/2)2 2175.2211 D
46072.8455 2.2 39 –64 1.08 –2.30 5d (7/2, 5/2)◦4 6p (5/2, 3/2)4 2169.7952 D
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Table 3. Continued.

σRitz uRitz uobs (σRitz − σobs) log Ia log gfb Transition λc Sourced

(cm−1) (10−3 cm−1) lower upper (Å)

46277.563f 61 46 1.24 6p (7/2, 3/2)4 6d (7/2, 3/2)◦3 2160.1957 D
46378.2351 1.8 4.1 1.1 2.22 –1.00 5d (7/2, 5/2)◦3 6p (5/2, 3/2)3 2155.5061 C
46527.132 39 29 1.28 6p (7/2, 3/2)4 6d (7/2, 3/2)◦4 2148.6072 D
47173.140 12 13 –9.2 1.72 6p (7/2, 3/2)4 6d (7/2, 5/2)◦4 2119.1800 D
47207.815 22 25 –8.8 1.34 6p (7/2, 3/2)3 6d (7/2, 5/2)◦2 2117.6232 C
47302.324 30 36 –30 1.07 6p (5/2, 3/2)3 6d (5/2, 5/2)◦3 2113.3917 D
47373.811 32 24 1.04 6p (5/2, 3/2)2 6d (5/2, 5/2)◦2 2110.2023 D
47388.611f 16 12 –1.0 1.99 6p (7/2, 3/2)4 6d (7/2, 5/2)◦5 2109.5431 D
47452.129 25 25 –9.8 1.45 6p (5/2, 3/2)3 6d (5/2, 5/2)◦3 2106.7190 C
47555.6774 2.0 29 –18 1.67 –1.90 6s (7/2, 1/2)◦3 6p (5/2, 1/2)3 2102.1313 D
47643.6940 8.3 23 37 1.00 –0.30 6p (5/2, 1/2)2 7s (5/2, 1/2)◦3 2098.2474 C
47676.859 12 13 9.1 1.84 6p (7/2, 3/2)3 6d (7/2, 5/2)◦4 2096.7876 D
47710.472f 11 8.3 2.26 6p (7/2, 3/2)5 6d (7/2, 5/2)◦6 2095.3101 D
47722.625 30 29 19 1.40 6p (5/2, 3/2)2 6d (5/2, 5/2)◦3 2094.7765 C
47760.0500 3.0 34 –25 1.47 –0.27 6p (7/2, 1/2)4 7s (7/2, 1/2)◦4 2093.1348 D
47779.949 21 19 –2.2 1.81 6p (7/2, 3/2)3 6d (7/2, 5/2)◦3 2092.2630 D
47803.548 22 23 7.3 1.64 6p (7/2, 3/2)2 6d (7/2, 5/2)◦2 2091.2300 D
47877.8049 3.4 15 8.8 1.72 –0.02 6p (7/2, 1/2)4 7s (7/2, 1/2)◦3 2087.9862 D
47891.8045 1.8 22 –21 1.57 –1.64 5d (7/2, 5/2)◦1 6p (5/2, 3/2)1 2087.3757 D
47911.167 11 23 –6.2 1.23 0.03 6p (5/2, 1/2)3 7s (5/2, 1/2)◦2 2086.5320 C
47916.7852 1.7 34 –43 1.50 –2.21 6s (7/2, 1/2)◦3 6p (5/2, 1/2)2 2086.2874 D
48106.6692 3.0 23 –12 1.82 0.08 6p (7/2, 1/2)3 7s (7/2, 1/2)◦4 2078.0515 D
48375.681 21 29 4.9 1.45 6p (7/2, 3/2)2 6d (7/2, 5/2)◦3 2066.4941 D
48650.949f 16 54 19 1.80 6p (7/2, 3/2)5 6d (7/2, 5/2)◦5 2054.8003 D
49256.3229 2.0 30 –55 1.85 –1.38 5d (7/2, 5/2)◦1 6p (5/2, 3/2)2 2029.5429 D
50029.4706 1.6 1.6 –2.0 3.63 4f14 1S0 5d (5/2, 5/2)◦1 1998.8218 C
53365.2255 2.6 11 –4.8 1.22 4f14 1S0 5d (5/2, 3/2)◦1 1873.8794 D

a Logarithm of calibrated intensity measured in source D, normalized so that the lowest value is 1.00. b Experimental log gf
taken from Table 1. c Air wavelengths above 2000 Å, calculated with refractive index of air from [23], vacuum wavelengths
below 2000 Å. d The discharge current and source σRitz was measured at: 0.30 A (A), 0.60 A (B, F) 0.90 A (C) 1.02 A (D) in
the PD and 0.44 A (E) in the HC. A–E were measured in the region 30 000 to 52 000 cm−1, while F was measured in 22 000 to
44 000 cm−1. e New line used to define the 45 421.045 cm−1 level. f New transition suggested in [3].

5.3 Further analysis of the Penning discharge

For the measured lifetimes to be accurate, it must be
shown that the collisional rate between the excited lev-
els and other particles in the discharge plasma is signifi-
cantly lower than the inverse of the lifetimes; otherwise,
the values will be underestimated. It is shown in Figure 4
that lifetime measurement of the 39 721 cm−1 level is af-
fected by collisional deexcitation. In the absence of self-
absorption and an assumed radiative lifetime of 260 ns for
this level, the apparent lifetimes obtained for the currents
0.1 and 0.4 A at 0.118 torr give collisional frequencies
of 0.70 and 4.5 MHz, respectively. This is far too low to
have any significant influence on the lifetimes of the 6p
levels, being about two orders of magnitude smaller than
the lifetime of the 39 721 cm−1 level. There is, however,
a factor that can render this conclusion invalid. The col-
lisional cross section of the 6p levels, which are unknown,
can be much larger than that of the 39 721 cm−1 level.
With collisional frequencies in the MHz-range and a pulse
rate of 10 Hz for the pump laser, it is safe to assume that
the PD-plasma reaches equilibrium between each lifetime

measurement, i.e. the population of the lower pump level
is restored. Note that the laser pulses are shorter than 1 ns,
which means that the collisional frequencies are too low
to change the population of the lower pump level during
the pulse.

In an ordinary Boltzmann plot ln (Ik/gkAk) is plotted
versus the energy, E, of the upper level [17]. Here, Ik is the
line intensity, which is proportional to the number of pho-
tons, gk the statistical weight of the upper level and Ak the
transition probability. A set of transitions from different
levels produces a straight line with the slope −1/kT if the
plasma under investigation is in thermal equilibrium, i.e.
the population distribution is determined by collisions. In
a Boltzmann plot of observed Yb III transitions the data-
points deviate, however, systematically from a straight
line, see Figure 8. From the lifetimes presented in Table 1
it is evident that the 6p levels are divided into two groups
depending on the lifetimes, one about 1.5 ns and the an-
other about 2.2 ns. Each group gives a straight line of the
same slope in the Boltzmann plot. There is, however, a
shift in ln (Ik/gkAk) of 0.4 between the groups, which is
the same as the natural logarithm of the ratio between
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Fig. 8. Ordinary Boltzmann plot for observed Yb III transi-
tions in a PD-spectrum, which were recorded at a discharge
current of 0.60 A and a neon pressure of 0.013 torr. The data
points are divided into two sets depending on the approximate
lifetime of the upper level: diamonds 2.2 ns and crosses 1.5 ns.
The upper line corresponds to an excitation temperature of
13 900 K and the lower of 14200 K. Uncertainties have not
been considered when fitting the data. Weak transitions have,
however, not been included in the plot.

the approximate lifetimes of the two groups. Therefore,
if Ak is replaced with BFk in the Boltzmann plot, i.e.
ln (Ik/gkBFk) is plotted versus E, the two groups define
the same line, see Figure 9.

A probable explanation to the linear behavior in Fig-
ure 9 is that there is a Boltzmann distribution of the
level population. This is a result of a narrow spread of
the collisional cross-sections of the 6p, 6d and 7s levels
and of Maxwell distributed electron velocities. The colli-
sional rate is, however, too low to depopulate the energy
levels. Instead, deexcitation occurs through spontaneous
emission, i.e. the levels are in coronal equilibrium, which
explains why there is no dependence on the lifetimes. If
the scenario presented here is true, the measured lifetimes
of the 6p levels are not affected by collisional deexcitation.
Further, the electron temperature can be determined from
the slope −1/kT of the fitted line in Figure 9.

When determining the electron temperatures from dif-
ferent spectra using the proposed method, all fell some-
where between 14000 and 14 300 K for currents between
0.30 and 1.02 A. Clearly, the thermalization of the sput-
tered electrons is insensitive to changes in the current,
which can be explained by a combination of three factors.
Firstly, the population distribution of the Yb III levels is
independent of the collisional rate, i.e. the electron density,
which is strongly coupled with the current. Secondly, the
energy of thermalized electrons and also of secondary elec-
trons formed when the gas is ionized is dependent on the
energy of the sputtered electrons, which is strongly cou-
pled to the voltage over the PD-source. The voltage, how-
ever, changes only slowly with the current, see Section 4.3.
Thirdly, the number density of neon in the plasma is much
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Fig. 9. Modified Boltzmann plot for the same Yb III transi-
tions as in Figure 8. The data have also been extended towards
higher level energies. The fitted line corresponds to a excitation
temperature of 14 300 K. Error bars have not been depicted,
but the fitted line falls within two standard deviations of all
data points.

higher than of ionized ytterbium, which means that the
probability is high for an electron to be thermalized before
it collides with an ytterbium ion. Unfortunately, it is not
possible to investigate any pressure dependence for the
excitation temperature, since all spectra were recorded at
neon pressures within a narrow interval.

The resonance lines of Mg I and Mg II are present in
the PD-spectra, since the aluminum of the cathode in-
sets contains magnesium to a fraction of a percent. From
the Doppler width of the Mg II resonance transition at
35 761 cm−1, which could be fitted with a pure Gaussian
function, the ion temperature was determined to be 2600
and 3970 K at the currents 0.30 and 0.90 A, respectively.
These temperatures are overestimated, since the mass
number of 24 of the lightest and most abundant isotope
was used in the derivation. Further, Zeeman splitting, iso-
tope shifts and hfs of the odd isotope, which broadens the
line profile, have not been taken into account. However,
the combined effect of the latter two on the width of the
profile should be small [24]. This is further strengthened
by the fact that there was no trace of any asymmetry of the
line profiles in the residuals of the fit. In contrast, the least
asymmetric 5d–6p transitions in Yb III give much larger
residuals when fitted with a Gaussian function, which is
a result of the isotope composition of ytterbium, see Sec-
tion 4.3. This may explain the much larger apparent ion
temperatures of Yb III. As an example, the 40 142 cm−1

transition gives temperatures of 8340 and 9670 K at a dis-
charge current of 0.30 and 0.90 A, respectively, if a mass
number of 173 is used.

The ratio between the temperatures measured for the
Yb III transition is smaller than the ratio for the Mg II
transition, indicating that the isotope components of the
former have a much larger impact on the line profile.
The mass number of magnesium is much smaller than for
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ytterbium. Therefore, the large difference in temperature
between Mg II and Yb III can also be explained by a faster
thermalization of the sputtered magnesium through colli-
sions with the neon buffer gas. Another unknown param-
eter is the initial energy of the sputtered atoms, which
may be lower for magnesium than for ytterbium. It has
been shown [6] that the ion temperature in a PD-source
increases with lowered pressure. This could, however, not
be confirmed due to the constant neon pressures of the
FTS recordings.

6 Comparison with laser-ablation plasmas

From the results presented in Section 3.3 it is probable
that the lifetime of the 39 721 cm−1 level measured in [10]
is underestimated. It is stated in [10] that the error due
to flight-out-of-view effects was insignificant, since the slit
of the monochromator was oriented parallel to the path
of the ablation-laser and that the delay time between the
ablation pulse and the data sampling was set to probe
Yb III ions with a velocity of 5 km/s. The velocity com-
ponent perpendicular to the path of the ablation laser is
smaller than the parallel component, but of the same order
of magnitude [25,26]. It is not evident how this influenced
the measured lifetimes in [10], but it probably resulted in
underestimated values.

With the ion temperatures of Mg II at 0.30 A the rms
velocity in one direction of the Yb III ions has an upper
limit of 350 m/s. Note that the lifetimes around 260 ns for
the 39 721 cm−1 level were measured at a discharge current
of 0.10 A and pressures close to that of the FTS inves-
tigation. The fluorescence region of the plasma, a cylin-
der more than 1 mm in diameter, was imaged onto the
monochromator slit, which had a width of 0.6 mm and
was oriented parallel to the path of the pump laser. If a
rms velocity of 350 m/s perpendicular to the orientation
of the slit is assumed, 68% of the Yb III ions will cross the
width of the slit in 1.7 µs, which is 6.6 times longer than
the lifetime. This means that the flight-out-of-view effect
introduces only a small error, which is further reduced
by the fact that laser-excited ions also fly into the region
where the slit is imaged in the plasma. Clearly, an ad-
vantage with a PD-plasma over a laser-ablation plasma is
that the ion velocities are much lower, which enables the
measurement of longer lifetimes. On the other hand, as
was shown in Section 3.3, the measurements of the longer
lifetimes in a PD-plasma are influenced by collisional de-
excitation. This is also the case for laser-ablation plasmas,
but due to the better control over the plasma parameters,
it is easier to determine the size of the effect in a PD-
source.

In a laser-ablation plasma line emission is present
due to collisional excitation and recombination processes,
which results in a time-dependent signal on top of the
fluorescence signal that can sometimes influence the de-
rived lifetimes [8]. Due to instabilities in the fluency of
the laser, this background signal can also vary between
different ablation pulses, making it hard to compensate
for. The continuous discharge of the PD-source produces

an even stronger background signal, which is constant in
time and has, therefore, no direct influence on the mea-
sured lifetimes. The strength of this background is wave-
length dependent and follows the distribution of the line
intensity of the spectrum, which can result in a great in-
crease of the noise in a fluorescence signal, especially if the
channel is close to another strong transition. The size of
this effect can, however, be reduced by using a monochro-
mator with a narrow bandwidth.

The lifetimes of the 6p levels derived in this work has
been measured by pumping from metastable levels be-
tween 34 656 and 51 582 cm−1 in a PD-plasma. In earlier
works, where this method has been used on doubly-ionized
elements in laser-produced plasmas, the lower pump levels
have never been this high up in the level system. In order
to get a high population density of the metastable levels
in a laser-produced plasma, the delay between the pump
and ablation pulses must be short and the pump pulse
must interact with the plasma close to the ablation tar-
get. This will, however, also give a strong time-dependent
background from the laser-produced plasma [2].

7 Conclusions

It has been shown that the plasma of a PD-source is suit-
able for measuring lifetimes in the nanosecond range by
time-resolved LIF. In order to estimate the probability
of success with the lifetime measurements, PD-spectra
recorded under different discharge conditions were first
studied. A number of strong spectral lines with lower
metastable 5d and 6s levels were found. From the nature of
these levels, it should be possible to momentarily increase
the intensity of the lines drastically by pumping corre-
sponding transitions with a pulsed laser, thereby, enabling
lifetime measurements of the upper levels. This turned out
to be the case. An initial study like this is recommended if
the PD-source is to be used for lifetime measurements of
other elements. If a transition is not prominent in the PD-
spectrum, or if it has a lower level with a short lifetime, it
can probably not be used for lifetime studies. Further, by
studying spectra the optimal discharge conditions can also
be found. Remember that either a sparse line spectrum or
a narrow spectral bandwidth of the detection system is
required for a high S/N of the fluorescence signal.

A lower limit to the lifetime of the 39 721 cm−1 level
has been estimated to be about 250 ns. The influence of
the discharge parameters on this lifetime was investigated
and clear dependence on both the current and the pressure
was found. A regression, including both these parameters,
was attempted in order to derive the true radiative life-
time. Even though non-integer exponents of the parame-
ters were tried, no satisfactory fit was found. It is possible
that the regression would have been successful if the ra-
diative lifetime were shorter, i.e. if the apparent lifetime
were less sensitive to changes in the discharge parameters.

Lifetimes of nine 6p levels in Yb III have been mea-
sured. The remaining three 6p levels could not be inves-
tigated, since all strong downward transitions from these
levels fell outside the wavelength coverage of the pump
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laser. For the 6p levels, almost complete sets of branch-
ing fractions have been derived from FTS spectra of the
PD-source. The transition probabilities presented in this
work are in good agreement with the semi-empirical val-
ues in [3], from which an upper estimate of the relative
error of the measured lifetimes have been derived. From
the observed wavenumbers, the accuracy of the Yb III level
energies, both absolute and relative, have been improved
by about an order of magnitude.

The covariance matrix and energy levels from the fit-
ting of the observed transitions to the level systems of
Yb III are published as Supplementary Online Material.
This enables the reader to calculate Ritz wavenumbers
and uncertainties for transitions not included in Table 3.

One of the authors (KJÖ) would like to thank Dr. Hampus
Nilsson for assisting the FTS measurements, Dr. Sven Huldt for
rewarding discussions and Prof. Sveneric Johansson for support
in writing the paper.
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